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Abstract. The Vinogradov C-spectral sequence for the Yang–
Mills equations is considered and the “three-line” theorem for the
term E1 of the C-spectral sequence is proved: Ep,q1 = 0 if p > 0
and q < n − 2, where n is the dimension of spacetime.

1. Introduction

Homological methods play an important role in the study of sys-
tems of differential equations. The C-spectral sequence (variational
bicomplex) introduced by A. M. Vinogradov [11] contains important
invariants of differential equations such as conservation laws, charac-
teristic classes of families of solutions, etc. It provides a means for
studying various aspects of Lagrangian formalism, the inverse problem
of calculus of variations. The term E1 of the C-spectral sequence is an
analog of the de Rham complex in the category of nonlinear partial
differential equations (for a very enlightening discussion see [15]).

General methods for calculating this important spectral sequence
are based on the Spencer type cohomology techniques. In [13], the
“two-line” theorem estimating the term E1 for determined systems
of differential equations is proved, a concrete method of calculating
for the term E1,n−1

1 , which is related to the theory of conservation
laws, is given, where n is the number of independent variables. Due to
this method, a complete description of the set of conservation laws is
possible for determined differential equations (see, for example, [14]).
Further development of Vinogradov’s results is done in [10, 9], where
the Janet sequence for involutive differential equations is used and a
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general approach to calculation of the horizontal cohomology is pro-
posed. In [5], this approach is applied to the C-spectral sequence for
overdetermined equations and a method of calculating the C-spectral
sequence, generalizing Vinogradov’s one, is given. This method enables
one to reduce the problem of computing the term Ep,n−1

1 , p > 0, to the
problem of finding the kernel of some differential operator. The terms
H
q

= E0,q
1 also known as the horizontal de Rham cohomology, or the

characteristic cohomology, are studied for exterior differential systems
from a different point of view in [3].

Now it has been realized that many fundamental questions of the
local field theory can be reformulated as cohomological ones. In [2,
6], the analysis of the antifield-BRST method of quantization from
the homological point of view is done, in particular, the characteristic
(horizontal) cohomology for the Yang–Mills equations is considered and
it is proved that H

q
= E0,q

1 = 0 if q < n−2, where n is the dimension of
the spacetime. In this paper, we extend the results of [2] concerning the
characteristic cohomology for the Yang–Mills equations and prove the
“three-line” theorem, which is the first step in studying the C-spectral
sequence. The method used in this paper is the same as in [5, 4].

This paper is organized as follows. Section 2 is a summary of the
geometrical theory of nonlinear differential equations and the C-spectral
sequence. In Section 3, the formally exact resolution of the universal
linearization operator for the Yang–Mills equation is considered and
the “three-line” theorem is proved.

2. Jet manifolds and infinitely prolonged differential

equations

In this section, we define the basic concepts of the geometrical theory
of differential equations and the theory of the C-spectral sequence ([1,
5, 8, 12, 13]).

2.1. Jets. Let M be a smooth manifold and π : E →M be a smooth
fiber bundle over M , dimM = n, dimE = m + n. Denote by Γ(π) the
set of all (local) sections of π.

Let πk : Jk →M be the bundle of k-jets for π,

Jk(π) = { [f ]kx | f ∈ Γ(π), x ∈M },
where [f ]kx denotes the k-jet of a local section f at x. Denote by J∞(π)
the manifold of infinite jets for π. This manifold is the inverse limit
with respect to the following system of mappings

πk,l : Jk(π)→ J l(π), πk,l
(
[f ]kx
)

= [f ]lx, k ≥ l,

πk : Jk(π)→M, πk
(
[f ]kx
)

= x.

By definition, one has the natural projections

π∞,k : J∞(π)→ Jk(π), π∞ : J∞(π)→M.
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Let us choose a coordinate neighborhood U in M such that the
restriction of the bundle E to U is trivial. Let x1, . . . , xn be local
coordinates in the neighborhood U and u1, . . . , um be coordinates along
the fiber of π in π−1(U). Each local section f ∈ Γ(π) is of the form
f = (u1(x1, . . . , xn), . . . , um(x1, . . . , xn)). Define functions pjσ by

pjσ
(
[f ]kx0

)
=

∂ |σ|uj

∂xσ1
1 . . . ∂xσnn

∣∣∣∣
x=x0

,

where σ = (σ1, . . . , σn), |σ| = σ1 + · · ·+σn. Then the smooth functions
(xi, pjσ), 1 ≤ i ≤ n, 1 ≤ j ≤ m, 0 ≤ |σ| ≤ k, form local coordinates in
Jk(π), 0 ≤ k ≤∞.

Let Fk(π) denote the algebra C∞
(
Jk(π)

)
. Then one has the system

of embeddings

π∗k,l : Fl(π)→ Fk(π), l ≤ k, π∗k : C∞(M)→ Fk(π).

The direct limit F(π) with respect to the system {π∗k,l} is called the
algebra of smooth functions on J∞(π). We identify Fk(π) and C∞(M)
with their images in F(π),

F(π) =
⋃
k≥0

Fk(π).

In the same manner, one can define the module of i-forms Λi(π),
i ≥ 0, on J∞(π)

Λi(π) =
⋃
k≥0

Λi
(
Jk(π)

)
and consider the graded algebra Λ∗(π) =

∑∞
i=0 Λi(π) of differential

forms on J∞(π).
A vector field X on J∞(π) is an R-linear mapping X : F(π)→ F(π)

satisfying the Leibniz rule X(ϕψ) = ϕX(ψ) + ψX(ϕ), for any ϕ, ψ ∈
F(π), and preserving the filtration in the algebra F(π), i.e., fulfilling
the condition that there exists r ≥ 0 such that

X (Fk(π)) ⊂ Fk+r(π)

for each k ≥ 0. Denote by D(π) the set of all vector fields on J∞(π).
Obviously, D(π) is an F(π)-module and a Lie algebra over R. Locally,
each X ∈ D(π) can be represented as

X =
∑
i

ai
∂

∂xi
+
∑
j,σ

bjσ
∂

∂pjσ
,

where bjσ ∈ F|σ|+r(π) for some r.
Let ξi : Fi → J∞(π), i = 1, 2, be vector bundles over J∞(π), Pi =

Γ(ξi) be F(π)-modules of sections. An R-linear differential operator
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∆: P1 → P2 is called C-differential if it can be restricted to the mani-
folds of the form [f ]∞, f ∈ Γ(π). That is

∆(ϕ)|[f ]∞ = 0 when ϕ|[f ]∞ = 0, ϕ ∈ P1.

If vector bundles ξ1, ξ2 are finite dimensional, mi = dim ξi, then in
local coordinates each C-differential operator ∆ can be represented as
an m2 ×m1 matrix

∆ =

 ∑σ aσ11Dσ . . .
∑

σ aσ1m1
Dσ

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .∑
σ aσm21Dσ . . .

∑
σ aσm2m1

Dσ

 ,

where σ = (σ1, . . . , σn), Dσ = (D1)σ1 ◦ · · · ◦ (Dn)σn, and

Di =
∂

∂xi
+
∑
j,σ

pjσ+1i

∂

∂pjσ
, i = 1, . . . , n,

is the i-th total derivative. The set of C-differential operators from P1

to P2 is clearly an F(π)-module and is denoted by CDiff(P1, P2).
In any module CDiff(Q, R), there exists a filtration by the modules

CDiff(k)(Q, R) consisting of C-differential operators of order ≤ k. Con-
sider the module of C-symbols

Csmbl(Q, R) =
∞∑
k=0

Csmbl(k)(Q, R),

Csmbl(k)(Q, R) = CDiff(k)(Q, R)/CDiff(k−1)(Q, R)

= Sk(Λ
1
)∗ ⊗Q∗ ⊗R.

By definition, one has the projections

Csmbl(k) : CDiff(k)(Q, R)→ Csmbl(k)(Q, R).

For each ∆ ∈ CDiff(Q, R), ∆ 6= 0, define the order of ∆ by

ord ∆ = min{k | ∆ ∈ CDiff(k)(Q, R)},
and the C-symbol s0(∆) = Csmbl(ord∆)(∆).

The representative object for the functor CDiff(k)(P, ·), 0 ≤ k ≤ ∞,

is called the module of horizontal k-jets and is denoted by J k
(P ). By

definition, we have

CDiff(k)(P, Q) = HomF (J k
(P ), Q).

For any C-differential operator ∆: P → Q denote by J k
(∆) : J k

(P )→
Q the corresponding homomorphism.

The filtration in the module CDiff(P, Q) yields projections

πk,k−1 : J k
(P )→ J k−1

(P ), k > 0,

and the following sequence is exact

0→ SkΛ
1 ⊗ P → J k

(P )→ J k−1
(P )→ 0.
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If ∆: P → Q is a C-differential operator of order k, then s0(∆) ∈
Sk(Λ

1
)∗ ⊗Q∗ ⊗ P is an F -homomorphism

s0(∆) : SkΛ
1 ⊗ P → Q.

The l-th prolongation sl(∆) of the C-symbol s0(∆) is, by definition,
the composition

sl(∆) : Sk+lΛ
1 ⊗ P

σ⊗1−−→ SlΛ
1 ⊗ SkΛ

1 ⊗ P
1⊗s0(∆)−−−−→ SlΛ

1 ⊗Q,

where σ : Sk+lΛ
1 → SlΛ

1 ⊗ SkΛ
1

is the natural inclusion.
Let ξi : Fi→M , i = 1, 2, be vector bundles, Pi = Γ(ξi), and ∆: P1 →

P2 be an R-linear differential operator, ∆ ∈ Diff(P1, P2). By definition,
put Pi = F(π) ⊗C∞(M) Pi = Γ(π∗∞(ξi)), where π∗∞(ξi) is the induced

vector bundle over J∞(π). A unique C-differential operator ∆: P1 →
P2 such that ∆(1⊗ p) = 1⊗∆(p) is called the lifting of ∆.

Consider a vector field X ∈ D(M) on M . It is a first-order dif-
ferential operator acting from C∞(M) to C∞(M). Then the lifting
X ∈ CDiff (F(π),F(π)) is a vector field on J∞(π). Consider the sub-
module CD(π) ⊂ D(π) generated by vector fields of the form X. Thus
we have a distribution on J∞(π) which is called the Cartan distribu-
tion. The Cartan distribution is completely integrable in the sense that
it satisfies the Frobenius integrability condition

[CD(π), CD(π)] ⊂ CD(π). (1)

In local coordinates, if X =
∑

i ai∂/∂xi, ai ∈ C∞(M), then X =∑
i aiDi, and

CD(π) =
{∑

i

ϕiDi | ϕi ∈ F(π)
}
.

A vector field X ∈ D(π) is called vertical if X(ϕ) = 0 for each
ϕ ∈ C∞(M) ⊂ F(π). Denote by DV (π) ⊂ D(π) the F(π)-module of
vertical vector fields. The module DV is also a subalgebra of the Lie
algebra D(π),

[DV (π), DV (π)] ⊂ DV (π), (2)

and D(π) splits into the direct sum

D(π) = CD(π) ⊕DV (π).

Dually, the module of 1-forms on J∞(π) splits into the direct sum

Λ1(π) = C1Λ1(π)⊕Λ
1
(π), (3)

where

Λ
1
(π) =

{
ω ∈ Λ(π) | ω(X) = 0 for any X ∈ DV (π)

}
is the module of horizontal 1-forms, and

C1Λ1(π) = {ω ∈ Λ(π) | ω(X) = 0 for any X ∈ CD(π)}
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is the module of Cartan forms.
Locally,

Λ
1
(π) =

{∑
i

ϕidxi | ϕi ∈ F(π)
}
,

C1Λ1(π) =
{∑

j,σ

ϕσjω
j
σ | ϕσj ∈ F(pi)

}
,

where ωjσ = dpjσ −
∑

i p
j
σ+1i

dxi.
From (3) it follows that each Λi(π), i > 0, splits into

Λi(π) =
∑
α+β=i

Λ
α
(π)⊗ CβΛ1(π),

where

Λ
α
(π) = Λ

1
(π) ∧ · · · ∧ Λ

1
(π)︸ ︷︷ ︸

α times

, CβΛ1(π) = C1Λ1(π)∧ · · · ∧ C1Λ1(π)︸ ︷︷ ︸
β times

.

The graded algebra Λ
∗
(π) is the lifting of the graded algebra Λ∗(M)

of differential forms on M . The lifting of the de Rham differential
d : Λi(M) → Λi+1(M) is called the horizontal differential and is de-

noted by d : Λ
i
(π)→ Λ

i+1
(π). The complex

0→ F(π)
d−→ Λ

1
(π)

d−→ · · · d−→ Λ
n
(π)→ 0

is called the horizontal de Rham complex and its cohomology at the

term Λ
i
(π) is denoted by H

i
(π). In local coordinates

d(dxi) = 0, d(ϕ) =
∑
i

Di(ϕ) dxi, ϕ ∈ F(π).

Let V (π) : V (E)→ E be the vector bundle of vertical vector fields on

E, V (E) = {v ∈ T (E) | π∗v = 0}. By definition, put κ = Γ(V (π)) =
Γ
(
π∗∞,0 (V (π))

)
. Then there exists a map

� : κ → DV (π), ϕ 7→ �ϕ,

where �ϕ is called an evolutionary derivation and is defined by the
formula

�ϕ(ψ)|[f ]∞ =
d

dt

∣∣∣∣
t=0

(
ψ|[ft]∞

)
,

where f ∈ Γ(π), ϕ ∈ κ, ψ ∈ F(π), and ft is a 1-parameter family of
sections of π such that d/dt|t=0ft = ϕ|[f ]∞, f0 = f .

In local coordinates, if ϕ = (ϕ1, . . . , ϕm), then

�ϕ =
∑
j,σ

Dσ(ϕ
j)

∂

∂pjσ
.
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2.2. Differential operators and equations. A system of nonlinear
differential equations of order k imposed on sections of π : E →M is a
submanifold Yk ⊂ Jk(π). Denote by Yk+s ⊂ Jk+s(π) the s-th prolon-
gation of Yk. We shall always assume that Yk is formally integrable.
Then Ys, s ≥ k, is a smooth manifold, and πs,t, s ≥ t ≥ k, maps Ys
onto Yt surjectively. The inverse limit of the system of maps

πs,t : Ys → Yt, s ≥ t ≥ k,

is called an infinitely prolonged differential equation, or simply a dif-
ferential equation, and is denoted by Y = Y∞. In a trivial way, the
infinite jet manifold J∞(π) is a differential equation of zero order with
Yk = Jk(π), k ≥ 0.

One can construct a calculus on a differential equation Y ⊂ J∞(π) in
the same way as for the jet manifold J∞(π). Let F , Λ∗, D denote the
algebra of smooth functions, the graded algebra of differential forms
and the module of vector fields on Y respectively.

As for the jet manifold J∞(π), there exists the splitting of the mod-
ules of vector fields D and 1-form Λ1

D = DV ⊕ CD, Λ1 = Λ
1 ⊕ C1Λ1. (4)

Let ξ : E′ → M be a vector bundle, F : Γ(π)→ Γ(ξ) be a nonlinear
differential operator. The operator F can be considered as a section of
the induced vector bundle π∗∞(ξ) over J∞(π). Define a smooth map

J(F ) : J∞(π)→ J∞(ξ), [f ]∞x 7→ [F (f)]∞x .

Let Y = Y(F ) be the differential equation defined by F ,

Y(F ) = kerJ(F ) = {θ ∈ J∞(π) | J(F )(θ) = 0} .

In local coordinates, if F = (F 1, . . . , F s), F l = F l(xi, pjσ), then Y(F )
is the infinite prolongation of the systemF 1 = 0,

. . . . . . .
F s = 0.

Denote by P = Γ(π∗∞(ξ)) the F(π)-module of sections of the induced
vector bundle over J∞(π). The universal linearization of F is a C-
differential operator `F ∈ CDiff(κ, P ) such that

`F (ϕ)|[f ]∞ =
d

dt

∣∣∣∣
t=0

F (ft), ϕ ∈ κ, f ∈ Γ(π),
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where ft is a 1-parameter family of sections of π such that d/dt|t=0ft =
ϕ|[f ]∞, f0 = f . In local coordinates,

`F =


∑

σ

∂F 1

∂p1
σ

Dσ . . .
∑

σ

∂F 1

∂pmσ
Dσ

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .∑
σ

∂F s

∂p1
σ

Dσ . . .
∑

σ

∂F s

∂pmσ
Dσ

 .

Denote by IY ⊂ F(π) the ideal of functions vanishing on Y. For
each F(π)-module R denote by [R] the restriction of R to Y, [R] =
R/(IY · R). If R is a projective F(π)-module, then [R] is a projective
F -module as well.

A differential equation Y = Y(F ) is called regular with respect to
the nonlinear differential operator F = (F 1, . . . , F s) if

1. The ideal IY is generated by the functions Dσ(F l), 1 ≤ l ≤ s,
0 ≤ |σ| <∞;

2. The module of 1-forms Λ1 is projective.

This definition does not depend on the choice of coordinates.
If the F -module Λ1 is projective, then from (4) it follows that mod-

ules Λ
1

and C1Λ1 are also projective. From now on we assume that all
modules under consideration are projective.

Let i : Y → J∞(π) be the natural inclusion, i∗ : [C1Λ1(π)]→ C1Λ1 be
the induced homomorphism, [`F ] : [κ] → [P ] be the restriction of the
universal linearization to Y.

2.3. Adjoint operator. Let Y be a differential equation. For any
F -module Q consider the following complex (S(Q), d1):

0→ CDiff(Q,F)
d1−→ CDiff(Q, Λ

1
)

d1−→ · · · d1−→ CDiff(Q, Λ
n
)→ 0, (5)

where d1(∆) = −d ◦∆. The cohomology of complex (5) is described
by
Proposition 1 ([13]). 1. Hi (S(Q)) = 0 if i 6= n;

2. Hn (S(Q)) = HomF(Q, Λ
n
).

By definition, put Q̂ = HomF(Q, Λ
n
) for any module Q.

Each C-differential operator ∇ : Q1 → Q2 induces a homomorphism
of complexes

S(∇) : S(Q2)→ S(Q1),

S(∇)(∆) = ∆ ◦ ∇, ∆ ∈ CDiff(Q2, Λ
i
), and an R-linear map of the

cohomology

∇∗ : Q̂2 → Q̂1.

The operator ∇∗ is called the adjoint operator for ∇.

Proposition 2 ([13]). 1. ∇∗ ∈ CDiff(Q̂2, Q̂1).
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2. For all ∇1 ∈ CDiff(Q1, Q2), ∇2 ∈ CDiff(Q2, Q3),

(∇2 ◦ ∇1)
∗ = ∇∗1 ◦ ∇∗2.

3. If in local coordinates ∇ is an m1 ×m2-matrix

∇ =

∥∥∥∥∑
σ

aσijDσ

∥∥∥∥,
then ∇∗ is the m2 ×m1-matrix

∇∗ =

∥∥∥∥∑
σ

(−1)|σ|Dσ ◦ aσji

∥∥∥∥.
2.4. The C-spectral sequence. Consider the C-filtration in the de Rham
complex on an equation Y

Λ = C0Λ ⊃ C1Λ ⊃ C2Λ ⊃ · · · ,
where

CpΛ =
∑
α≥p
β≥0

CαΛ1 ⊗ Λ
β
.

The spectral sequence {Ep,q
r , dp,qr } determined by this filtration is called

the C-spectral sequence for the differential equation Y. As usual, p
denotes the filtration and p + q denotes the degree.

Proposition 3 ([13]). 1. Ep,q
0 = CpΛ1 ⊗ Λ

q
;

2. E0,q
0 = Λ

q
, d0,q

0 = d;
3. The C-spectral sequence converges and the term E∞ = {Ep,q

∞ } is
attached to H∗de Rham(Y).

Keeping in mind Statement 2 of Proposition 3, denote

dp,q0 = d : CpΛ1 ⊗ Λ
q → CpΛ1 ⊗ Λ

q+1
.

If Y = J∞(π), then in local coordinates d is uniquely defined by the
following equalities

d(f) =
∑
i

Di(f) dxi, f ∈ F ;

d(dxi) = 0, dxi ∈ Λ
1
;

d(ωjσ) = dωjσ =
∑
i

dxi ∧ ωjσ+1i
, ωjσ ∈ C1Λ1.

2.5. The term E1 of the Vinogradov C-spectral sequence. Con-
sider a sequence of C-differential operators

P1
∆1−→ P2

∆2−→ P3, ord ∆1 = k1, ord ∆2 = k2. (6)

Sequence (6) is called formally exact if for any s ≥ 0 the sequence of
homomorphisms

J k1+k2+s
(P1)

J (∆1)−−−→ J k2+s
(P2)

J (∆2)−−−→ J s
(P3)
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is exact.
The following lemma is a fact from the formal theory of differential

equations.

Lemma 1. Consider a sequence of differential operators

P0
∆0−→ P1

∆1−→ · · · ∆l−1−−→ Pl → Pl+1 = 0, ord∆i = ki. (7)

Suppose that for any m = 1, . . . , l and i ≥ 0 the sequence of the pro-
longations of the C-symbols

Skm−1+iΛ
1 ⊗ Pm−1

si(∆m−1)−−−−−→ SiΛ
1 ⊗ Pm

si−km (∆m)−−−−−−→ Si−kmΛ
1 ⊗ Pm+1

is exact, where si(∆m) = 0 and SiΛ
1

= 0 if i < 0. Then sequence (7)
is formally exact.

The following proposition estimates the term E1 of the C-spectral
sequence.

Proposition 4 ([5]). Let Y = Y(F ) be a regular differential equation.
Assume that there exists a formally exact sequence of C-differential
operators

P0 = [κ]
[`F ]−−→ P1

∆1−→ · · · ∆k−1−−−→ Pk → 0.

Then
1. Ep,q

1 = 0 if p > 0 and q < n− k;
2. For any p > 0 there exists a complex of C-differential operators

0→ Cp−1Λ
1 ⊗ P̂k

(∆∗k−1)p−1−−−−−−→ Cp−1Λ
1 ⊗ P̂k−1

(∆∗k−2)p−1−−−−−−→ · · ·
[`∗F ]p−1−−−−→ Cp−1Λ

1 ⊗ [κ̂]→ 0 (8)

and the term Ep,q
1 is a direct summand in the cohomology group

of complex (8) at term Cp−1Λ
1 ⊗ P̂n−q .

3. The “three-line” theorem for the C-spectral sequence

of the Yang–Mills equations

3.1. Let V be an oriented R-linear space, dimV = n, and η : V ×
V → R be a nondegenerate metric. Denote by H : Λk → Λn−k, k =
0, . . . , n, the Hodge isomorphism. If e1, . . . , en is a positively oriented
orthonormal basis, η(ei, ej) = 0 if i 6= j and η(ei, ei) = ηii = ±1, then

H(ei1 ∧ · · · ∧ eik) = ηi1i1 . . . ηikikεi1...ikj1...jn−kej1 ∧ · · · ∧ ejn−k ,

where {j1, . . . , jn−k} = {1, . . . , n} \ {i1, . . . , ik}.
Consider the following d-complex

0→ SlV
d−→ Sl−1V ⊗ V

d−→ Sl−2V ⊗ Λ2V
d−→ · · · d−→ ΛlV → 0,

d(f ⊗ θ) =

n∑
i=1

∂f

∂ei
⊗ ei ∧ θ, f ∈ SkV, θ ∈ Λl−kV, 0 ≤ k ≤ n,
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which is the de Rham complex with polynomial coefficients.
By definition, put

δ = (1⊗H) ◦ d ◦ (1⊗H) : SkV ⊗ ΛiV → Sk−1V ⊗ Λi−1V

and consider the δ-complex

0
S−→
l

V ⊗ ΛnV
δ−→ Sl−1V ⊗ Λn−1V

δ−→ · · · δ−→ Sl−nV → 0,

which is clearly isomorphic to the d-complex. It is easy to see that

δ(f ⊗ θ) = η11 · · · ηnn
n∑
i=1

ηii
∂f

∂ei
⊗ ∂θ

∂ei
.

The following lemma is a fact from linear algebra.

Lemma 2. The d-complex (resp. δ-complex) is acyclic if l > 0 (resp.
l > n).

Lemma 3. The linear map

d + δ : SlV ⊗ Λk−1V ⊕ SlV ⊗Λk+1V → Sl−1V ⊗ ΛkV

is an epimorphism.

Proof. Choose a positively oriented orthonormal basis e1, . . . , en of V .
Denote ε = η11 · · · ηnn. Consider an element el1 ⊗ θ ∈ SlV ⊗ ΛkV .
Obviously, θ = e1 ∧ θ′ + θ′′, where ∂θ′/∂e1 = ∂θ′′/∂e1 = 0. Then we
have

el1 ⊗ θ = el1 ⊗ e1 ∧ θ′ + el1 ⊗ θ′′

= d(
el+1

1

l + 1
⊗ θ′) + δ(εη11

el+1
1

l + 1
⊗ e1 ∧ θ′′),

that is el1 ⊗ θ ∈ im(d + δ).
By induction, suppose that ei1f ⊗ θ ∈ im(d + δ), where i = m, m +

1, . . . , l and ∂f/∂e1 = 0. Consider em−1
1 f ⊗ θ, ∂f/∂e1 = 0. As above

em−1
1 f ⊗ θ = em−1

1 f ⊗ e1 ∧ θ′ + em−1
1 f ⊗ θ′′

= d(
em1
m

f ⊗ θ′)− em1
m

(

n∑
i=2

∂f

∂ei
⊗ ei ∧ θ′)

+ δ(εη11
em1
m

f ⊗ e1 ∧ θ′′)− em1
m

(εη11

n∑
i=2

ηii
∂f

∂ei
⊗ e1 ∧

∂θ′′

∂ei
).

Hence, by inductive hypothesis, em−1
1 f⊗θ ∈ im(d+δ). Thus im(d+δ) =

SlV ⊗ ΛkV and the lemma is proved.
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Corollary 1. The following complex

SlV ⊗ΛkV
�−→ Sl−2V ⊗Lambdan−kV

d−→ Sl−3V ⊗Λn−k+1V
d−→ · · ·

d−→ Sl−2−kV ⊗ ΛnV → 0,

where � = d ◦H ◦ d and 0 ≤ k ≤ n, is exact.

3.2. Yang–Mills equations. We choose spacetime to be the manifold
M = Rn with local coordinates xi, i = 1, . . . , n, equipped with a
flat metric η. By definition, put ∂i = ∂/∂xi. To define the Yang–
Mills field consider a trivial fiber bundle over the spacetime with the
structure group G, dimG = m, M ×G→M . Let g be the Lie algebra
of the Lie group G and τα, α = 1, . . . , m, be a basis of g with the
structure constants cαβγ. Consider a trivial vector bundle ξ : g ×M →
M . Sections of this bundle can be identified with infinitesimal gauge
transformation. Denote the C∞(M)-module of sections by Γ(ξ) = G.
In local coordinates, ε ∈ G is written in the form ε = εατα, εα ∈ C∞(M).

We can represent a connection on the principal fiber bundle by a
1-form A taking values in g. This 1-form is called the Yang–Mills field
and is a section of a vector bundle π : ξ⊗ T ∗M →M over M with the
fiber g ⊗ T ∗x0

M at point x0 ∈M . In local coordinates one has

A = Aα
i dxi ⊗ τα.

Consider the infinite jets bundle J∞(π). The module κ can be iden-
tified with

κ = Λ
1
(π)⊗G,

where the F -module G is the lifting of the C∞(M)-module G up to
J∞(π). Then

κ̂ = Λ̂
1
(π)⊗ G∗ = Λ

n−1
(π)⊗ G∗.

Using the Hodge isomorphism H : Λ
n−1

(π)→ Λ
1

and the chosen basis
τα of g, we identify

κ = κ̂ = Λ
1
(π)⊗ G.

The curvature of a connection is a 2-form F on M with values in g,
which is called the Yang–Mills field strength. In local coordinates,

F = F α
ijdxi ∧ dxj ⊗ τα, F α

ij = ∂iA
α
j − ∂jA

α
i + cαβγA

β
i A

γ
j .

The Yang–Mills field equations are given by a differential operator
of the 2-nd order Φ: ξ → ξ given in local coordinates as follows

Φ(A)αj = ∂iF α
ij + cαβγA

βiF γ
ij, α = 1, . . . , m, j = 1, . . . , n. (9)

Equations (9) define an infinitely prolonged equation Y = Y(Φ) ⊂
J∞(π). Let `Φ : κ → κ be the universal linearization of Φ. Since
equations (9) are Euler–Lagrange equations, the C-differential operator
`∗Φ : κ̂ → κ̂ in our identification κ = κ̂ coincides with `Φ.
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An infinitesimal gauge transformation is given by a differential op-
erator R : G → κ. Let R : G → κ be the lifting of the operator R up
to J∞(π). In local coordinates the C-differential operator R is written
as follows

R(ε)αi = Di(ε
α) + cαβγA

β
i ε
γ,

where ε = (εβ) ∈ G, β = 1, . . . , m, i = 1, . . . , n, Di = ∂i is a total deriv-
ative. Since the Yang–Mills equations are invariant under infinitesimal
gauge transformations, we have

[`Φ] ◦ [R] = 0, (10)

where [·] denotes the restriction of a C-differential operator to the equa-
tion Y. From (10) one immediately obtain

[R]∗ ◦ [`Φ]∗ = [R]∗ ◦ [`Φ] = 0. (11)

Equality (11) is a corollary of the second Noether theorem. Thus one
has the complex

G ⊗ Λ
1 [`Φ]−−→ G ⊗ Λ

n−1 [R]∗−−→ G ⊗ Λ
n → 0. (12)

Theorem 1. Complex (12) is formally exact.

Proof. Put cαβγ = 0, that is consider the Abelian case. Clearly, the

symbols of the C-differential operators `Φ and R
∗

do not change. Then
one easily obtains

Φ(A)αj = ∂i∂iA
α
j − ∂i∂jA

α
i , R(ε)αi = Di(ε

α).

It is not difficult to see that the C-symbols of the C-differential operators
`Φ and R

∗
are written as follows

s0(`Φ) = 1⊗ (d ◦H ◦ d) : G ⊗ S2Λ
1 ⊗ Λ

1 → G ⊗ Λ
n−1

,

s0(R
∗
) = 1⊗ d : G ⊗Λ

1 ⊗ Λ
n−1 → G ⊗ Λ

n
.

The theorem follows now from Corollary 1 and Lemma 1.

Combining Theorem 1 and Proposition 4, one obtains the following
theorem.

Theorem 2 (the “three-line” theorem). Ep,q
1 = 0 if p > 0 and q <

n− 2.
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